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Why Al? Save time and effort.
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Why AI?

* Pain points in assessment
* [tem writing
* Review items
 Assemble linear forms
* Make the tests smarter and faster for examinees
* Reduce essay marking time/costs
* Maintain security in delivery
* Review results
* Provide feedback to examinees
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What is validity?

Evidence to support our
iIntended interpretations of
test scores




Validity needs are a continuum

Quiz Final exam Admissions Cert/Licensure




Why AI?

* S0, will it help us solve our pain points?
* Or, will it lead to new problems?
* \What constraints are needed?

* The answer, in many cases: it has been providing
solutions, for decades.

| _LMs are new... how do they compare to
traditional Al in our use cases, and regarding
validity?



Part 2
Al and ML:
An Introduction




New terms, not new ideas!

coursera m What do you want to learn? n For Enterprise 9 Nate
Thompson

Machine learning, the basics

i Q
|

W;Klpw, A ¢ factor (psychometrics)

The Free Encycdloped
i b - From Wikipedia, the free encydopedia
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* Machine Learning

* The use and development of computer systems that are able
to learn and adapt without following explicit instructions, by
using algorithms and statistical models to analyze and
draw inferences from patterns in data. (Oxford)

* Artificial Intelligence

* The theory and development of computer systems able to
perform tasks that normally require human intelligence, such
as visual perception, speech recognition, decision-making,
and translation between languages. (Oxford)
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Definitions

* Machine Learning:
Unsupervised

 Looking for patterns with no
particular goal
* Machine Learning:
Supervised

« Some sort of goal in mind
(label/criterion/prediction)




Machine learning & Al

 Common example is logistic model to predict
binary outcome...

* “Natural language processing”
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Part 3

Traditional Al and
ML Iin Assessment
and Psychometrics



ML: Factor Analysis

* Evaluate dimensionality,
find patterns
(unsupervised ML)

e 3 levels: Items,
subscores, tests/battery

Schmukle, Back, &
Eglogg (2008)
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ML: Item Response Theory (IRT)

* Fits logistical models to 1o /7——
find patterns and make o Za
sense of the data S —
(unsupervised ML) ,/ L7/ 4
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ML: Cognitive Diagnostic Models (CDMs)

‘Make a*Q matrix” for [l
items and

curriculum/blueprint

* Can be supervised or
unsupervised
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ML: Process Data

| _et’'s use ALL the data
we have from
assessment and learning

*\We need complex ML to
make sense of it

Device Logfiles Review

logfiles and
management Eiact
l \ process data
Paraq:\ta. for Brocess dats Process data | Process data
monitoring : for scoring as
assessment f°Lfr°r:s":s'° input performance
integrity pUsp measure
Process data for

IRT scaling

research

Provasnik (2021)
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Al: Automated Test Assembly

+F TestAssembler
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Al: Automated Item Generation

* Templates

* Can still be bx as
effective (Medical
Council of Canada

Item Template: CPR.001
BIUS 9« H
o7 Norma! s Normal

Sparent has been |

Answers
A. Check for a pulse.

X

serforming CPR

«t like this: $FleldName

H: £
s A

= il

found Inthe Sroom, unr
rive, within Sminutes minut:

What is the first thing that you sho

Fields

family room living room

toy X

marbles Lego

minutes X

R 5 6

X

parent

father mother

gender X

boy girl

Cancel mla

i



Al: Enemy ltem detection

* NLP + Text
similarity/distance
|ndlces :Tz.rg?l? Content 1 ltem2  Content2 Similariti

Glenochumeral ligaments are thickened folds  1LA.A.002 The glenochumeral ligaments are thickened folds

.C.O75  Thethree muscles which are used for .C.092  The three muscles which are used for extension 1
DACBSP O{ Appropriate rehab exercises for FAl can MN.Unspec Appropriate rehab exercises for FAl can include: 1
I.C.070  Thetissue thatis most susceptible to overuse [LAA.008 Thetissue injury thatis most susceptible to 0.979366

ILE0GE  Infraspinatus trigger points can be stretched ILE.0G9  Supraspinatus trigger points can be stretched 0.970059
ILE.OGS  Supraspinatus trigger points can be stretched [LE0O70  Subscapularis trigger points can be stretched by:  0.966984
ILE06E  Infraspinatus trigger points can be stretched  ILEO70  Subscapularis trigger points can be stretched by 0.965954

H.ILD.00L ltis essential thatthe team physician for M.ILD.001 Itis essential that the team physician for female  0.965832
L.C.O01  Thrower's elbow symptoms are MOST often  LC.027  Tennis elbow symptoms are MOST often located  0.916058
H.ILE.027 Self stretch of the pectineus muscle involve:  [LE.O72  Self-stretch of a piriformis muscle can be 0.665478
ILED74  The stretch position of the adductor longus  ILE0B2  The stretch position for the sartorius muscleis:  0.865155

ILA.A.125 The carpal bone thatis most common carpal [LB.103  The MOST common carpal bone fractureis the:  0.816633



Al: Computerized Adaptive Testing (CAT)

* Uses IRT to personalize the test for all examinees

* Reduces time by 50%, more secure, can
measure off-grade, and more

 Automates Alfred Binet’s 1908 1Q test with ML

senssssssacacares (@ crereciennrcensirecnces @ recccnrciincrencarsiciaif) receccncarccianccccnes @ YES secercrccvacccces @@ crecncncticccicarecones @occcnrtcecnnceann

TERMINATION SCORE END

CRITERION REPORT

B NG ren



Al: Automated essay scoring (AES)

* NLP does not mean we are naturally processing

* We train a machine learning model for each
prompt/rubric

Al can now also do evaluation and feedback
mw

R N W B U
N O O O O

2 1 0
1 1 1
2 0 0
0 0 0
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Al: Remote Proctoring

* Break it down into
solvable problems

 Looks for checklist of
iIssues by evaluating still
iImages based on ML
models




ML/AI outside the Assessment

* Prediction models:

« Job performance, counterproductive work behavior, tenure
« Same for Universities too!

 Resume/CV evaluation

* Adaptive learning

* CrystalKnows, Cambridge Analytica, etc
* SO0 much more!



Part 3
LLMs




Intro to LLMs

*LLMs are like essay scoring in @ 1had sucha >
that they break down texts = great great time lovely

Into a regression-type data set ' | ‘e\\tT y//,' ol o

* Predict the next word or words CREEEEERER
based on prompts and
previous words

e But waaaaay more complex
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AI G Training Optimus Prime, M.D.: Generating Medical Certification

[tems by Fine-Tuning OpenAl’s gpt2 Transformer Model

* We've all heard about
ChatGPT, but what does it |
mean for assessment?

Abstract

Objective: Showeasing Artificial Intelligence, in particular deep neural networks, for language modeling
aimed at automated generation of medical edueation test items.

Materials and Methods: OpenAl's gpt2 transformer language model was retrained using PubMed's open

-+ lhad sucha

access text mining database, The retraining was done using toolkits based on tensorflow-gpu available on GitHub,
nsing a workstation equipped with two GP1Us.

Results: In comparison to a study that used character based recurrent neural networks trained on open

94v3 [cs.CL] 29 Aug 2019

access items, the retrained transformer architecture allows generating higher quality text that can be used as

5

dralt input for medical education assessment material. In addition, prompled text generation can be used for

great great time lovely

production of distractors suitable for multiple choice items used in certification exams.

Discussion: The current state of neural network based language models can be used to develop tools in
supprt of authoring medical education exams using retrained models on the basis of corpora consisting of general
medical text collections,

Conclusion: Future experiments with more recent transformer maodels (such as Grover, TransformerXL)

irXiv:1908.08

.
o

using existing medical certification exam item pools is expected to further improve results and facilitate the

development of assessment materials.

£ " ' . . / Objective
iz — . )
Z X C V b n I I I The aim of this article is to provide evidence on the current state of automated item generation (AIG) usi

deep neural networks (DNNs). Based on earlier work, a first paper that tackled this issue used character-bas

* Address for correspondence: myvondavier@inbme.org: Matthias von Davier, Ph.D., Distinguished Research Scientist, National Bo

1 2 3 Y ] @ of Medical Examiners, Philadelphia, PA, 19105
> Swiftkey e)
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HU Items

Minor
Edit &
Promote

[NRINRINTINY BRe e e e

Pwww e e

158

CD Ratings: Item Stems

Major  Delete &  Score Promote
Edit Rewrite
Before
Promote ord

3 1

33 2

33 3

2] 4

32 5

32 6

£l 7

32 8

3 .

1 3 10 B0

31 1 B0

31 12 0N

3 13 B0

31 14 0

1 30 15 B

1 30 16 R0

1 30 17 0

30 18 B0

30 19 BN

30 20 [0

1 29 2 Be

2 29 2 e

1 29 3 e

29 22 e

1 28 3 Be

1 28 2% e

1 28 7 Be

2 27 28 e

1 27 2 Bon

27 30 R0

27 1 Be

27 2 e

27 3. Be

2 2 . Be

1 2 35 e

2 3 e

2 25 37 e

2 2 8 8

2 25 0 L8

1 25 o s

2 1 24 a e

3 2 a2 Fe

1 24 ZER
1 24 44 7
1 24 45 7
3 23 46 7
3 20 47 6
3 20 48 5
3 1 19 49 4
5 18 50 3

47 4 Total 450

Al Items

Minor
Edit &
Promote

PR R R e e e e

[NRINTINT NI CRINRINAINEING

BOUWNWANRWWWWE R R R e e e

~
]

Major
Edit
Before
Promote

AN

N e N N I

AR R NN R

Delete &
Rewrite

Score

» Classic
comparison also
used for AES: how
does ChatGPT
compare to
human quality?

e Jones, Becker, &
Ferris (2023
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Item Review

* First: code your rules into your item banker

*Second: LLMs?
1. Ask LLM to review
2. Provide your review criteria to LLM
3. Fine-tune LLM based on past reviews



Item Review

Item Writing Rules Question 1

The capital of South Korea is:

A. Seoul
1. No .colon at the end of the B. Tokyo
question stem. C. London
2. Do not repeat text in the D. Paris
answers.
Question 2
What is 2 + 27

A. The answer is 4.
B. The answer is 6.
C. The answer is 8.
D. The answer is 10.



Item Review

Here’s the feedback based on Suggested Revisions:

your rules: Question 1

Question 1 The capital of South Korea is
Rule 1: Violates the rule about A. Seoul

not using a colon at the end of B. Tokyo

the question stem.

C. Lond
Rule 2: This question follows cnaon

the rule, as the answers don’t D. Paris
repeat text.

Question 2 Question 2
Rule 1: This question adheres What is 2 + 27
to the formatting rule (no
colon) . A. 4
Rule 2: Violates the rule, as B. 6
all answers repeat “The answer C. 8
is.”
D. 10

Let me know 1f you need further

assistance! (/ g SC
/ Assessment Systems



Iltem Alignment

* Give it your curriculum
and item bank, tell it to
align all items to the
curriculum as well as
anything else like Bloom’s
Taxonomy

Al: “Imae of teacher using
Bloom’s Taxonomy”

//A ssme tSytm



Al: Automated essay scoring (AES)

* Feed your essays and rubrics to an LLM
» Can also fine-tune based on some human ratings
* Produces scores on the rubrics for each student



Al: Automated essay scoring (AES)

* Here are some results from US high school
equivalency exam
* R or Python with basic NLP/ML: 0.65 - 0.80
* LLAMA-3 without fine-tuning: 0.18

* LLAMA-3 with fine-tuning (long run time with high
costs): 0.81



Al: Automated essay scoring (AES)

* Funny thing is, every website inquiry | have
received thinks that #2 above is the only
approach, and that it is a panacea

* They also think that:

* No humans ever need to mark anything

* We don’t even need to establish rubrics, the Al will
just “figure out what growth mindset means”



Part 3

Recommendations
and Future



Using Al

*\We have been using ML and Al in psychometrics
for more than a century!

* Most of it is highly specific, developed to meet
certain needs

* Not a panacea, but very powerful in the right
hands
* E.g., IRT revolutionized a lot of tricky problems



Using LLMs

* They are being used more and more
*Very powerful, but not a panacea
* Huge time saver but still needs humans

e Consider the results from Jones et al. — better
results than human writers, but tons of items still
need editing



Thoughts on AES

* Being able to explain and support the model is
very important... that is validity!

* Using LLMs might have the same accuracy, but is
a total black box; a lawsuit waiting to happen

 Especially true without fine-tuning, which also means
that no humans have rated any students




* Do you want to feed your content
to an LLM to make items?
* Past items
* Your textbooks etc.

 How about data from past item
reviews or item statistics?

* For AES, how about all your
student essays and human
marks”?

* Public vs self-hosted




The future?

* As In many other areas, LLMs
and other Al are making an
Impact

* Even if they only provide 10%
improvement, you do not want to

be left behin
* It is irresponsible to avoid Al
altogether

* Friend that was told to stop all Al,
even spam filters!

* S0 you need to decide what to
use, and with what guardrails and
post hoc checks

7 ASC
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The future?




Questions?

nate@assess.com
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